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A new method for applying open boundary conditions in particle-in-cell �PIC� simulations is utilized
to study magnetic reconnection. Particle distributions are assumed to have zero normal derivatives
at the boundaries. Advantages and possible limitations of this method for PIC simulations are
discussed. Results from a reconnection simulation study are presented. For the purpose of this
investigation, a 2 1

2-dimensional electromagnetic PIC simulation using open conditions at the
outflow boundaries and simple reflecting boundaries to the inflow regions is discussed. The electron
diffusion region is defined as that region where the out-of-plane electron inertial electric field is
positive indicating acceleration and flux transfer; the evolution of this region is analyzed. It is found
that this region varies in the range 2.5–4 local electron inertial lengths in total width and in the range
10–15 local electron inertial lengths in total length for the mass ratio 25. The reconnection rate is
investigated in terms of the aspect ratio of the electron diffusion region plus inflow and outflow
measures at its boundaries. It is shown that a properly measured aspect ratio predicts the flux
transfer rate, scaled to account for the decline in field strength and electron density at the inflow
boundary to the electron diffusion region. It is concluded that this electron diffusion region either
adjusts its aspect ratio for compatibility with the flux transfer rate that is set elsewhere, as in the Hall
reconnection model, or that it is this region that controls the reconnection flux transfer rate.
© 2008 American Institute of Physics. �DOI: 10.1063/1.2965826�

I. INTRODUCTION

Collisionless magnetic reconnection is a central process
in many plasma systems of interest. It is thought to play an
important role in the solar corona,1–5 in the solar wind,6–8 in
the interaction of the solar wind with Earth’s and other plan-
etary magnetospheres,9–12 in the interiors of these
magnetospheres,13–16 in laboratory plasma devices,17–19 and
in astrophysical settings.20,21 To understand the evolution of
these systems, it is necessary to understand the reconnection
process and its contribution to the system dynamics.

Much of what is known about collisionless reconnection
has been learned from numerical plasma-simulation experi-
ments. A central issue in these studies is the nature of the
dissipation mechanism that replaces the resistivity of colli-
sion dominated reconnection. A “Hall reconnection
model”22–30 has emerged in which there exists a small region
of electron diffusion, with thickness on the order of the elec-
tron inertial length, in which the magnetic flux transfer from
one topological region to another occurs. This electron dif-
fusion region is embedded within a larger ion diffusion re-
gion, with thickness on the order of the ion inertial length.
The overall reconnection rate is governed by the larger scale
evolution of the ions, with the electron diffusion region ad-
justing to accommodate this rate, and with electron thermal
and bulk inertial effects providing the reconnection electric
field of the electron diffusion region. In this model, the
lengths of both the ion and electron diffusion regions remain
sufficiently small to permit fast reconnection.

Daughton et al.,31 however, have challenged the Hall

reconnection model based on the results of their study using
a 2−1 /2-dimensional electromagnetic particle-in-cell �PIC�
reconnection simulation model with open boundaries. As a
direct consequence of the open boundaries, they were able to
extend their simulations to longer times than are feasible in
simulations using periodic boundary conditions. Daughton
et al. compared their open boundary simulation results to the
results of a simulation using periodic boundaries on a large
simulation grid. They found general agreement between their
two types of simulations for earlier times but found that for
later times the two types diverged and the evolution of the
open boundary simulation was in disagreement with the Hall
reconnection model. As the open boundary simulations ad-
vanced in time, the reconnection rate gradually slowed to a
value much lower than indicated by the Hall model. They
argued that the electron diffusion region in their open bound-
ary simulations gradually lengthened in the directions of the
outgoing jets, and, as it lengthened, the reconnection rate
slowed accordingly. Although this lengthening was occasion-
ally interrupted by the formation of magnetic islands leading
to the division of the extended region into parts and to large
fluctuations in the reconnection rate, the overall trend was to
a diffusion region of the order of tens of ion inertial lengths
in the outflow directions but of the order of the electron
inertial length in thickness. It is important to note that they
demonstrated this phenomenon in two measures of the diffu-
sion region; the length of the out-of-plane electron current
sheet supporting the field reversal plus the coincident length
of the region in which the magnetohydrodynamic �MHD�
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approximation to the electric field, E=−V�B, was violated.
In a later paper, Karimabadi et al.32 supported and expanded
these results. They showed that there is an outer region of the
diffusion region, as they defined it, where the electron out-
flow jets move faster than the E�B drift. In the diffusion
region proper, electrons are accelerated in the out-of-plane
direction and turned toward the outflow direction by the
Lorentz force. In the outer region, the outflow jet gradually
slows down and dissipates. They showed that the dynamics
of these two regions can be in equilibrium for extended in-
tervals in time during which the reconnection rate is rela-
tively constant and, for the two examples given, fast. At
other times in their simulations, magnetic island formation
leads to large fluctuations in the reconnection rate. Overall,
Daughton et al. and Karimabadi et al. conclude that the Hall
reconnection picture with the reconnection rate defined by
the larger scale ion evolution and with the electron diffusion
region measured in the outflow directions in electron inertial
lengths is a picture drawn from the limited results of simu-
lations using periodic boundary conditions, which are not
valid over the large time scales relevant to physical systems.

Fujimoto33 has shown related behavior in the electron
diffusion region using 2−1 /2-dimensional electromagnetic
PIC simulations with periodic boundary conditions. An adap-
tive mesh refinement technique as well as particle splitting
was used to enable large-scale full particle simulations. A
sequence of simulations was carried out in which the length
of the simulated region was increased until the results were
independent of the length, thus demonstrating the irrelevance
to the results of the periodic boundary conditions. In this
study, the electron diffusion region was defined as that region
where the out-of-plane velocity of the electrons is high,
bounded in the outflow directions by the positions of the
maxima in the electron outflow velocities. Fujimoto showed
a peaking and then decreasing reconnection rate with the
onset of the decrease coincident with the establishment of a
polarization electric field in the inflow directions from above
and below in the vicinity of the X-line. This polarization
field was supported by charge separation between a broader
distribution of primarily meandering cold background ions
and a very narrow electron distribution, established at this
time in the simulation. The polarization field led to a local-
ized region of strong out-of-plane electron drift that ex-
panded in the outflow directions leading to an extending
electron diffusion region and to a consequent decline in the
reconnection rate.

Shay et al.34 have carried out a series of PIC reconnec-
tion simulations with varying electron to ion mass ratio and
simulation domain size. Although these were periodic simu-
lations, Shay et al. showed that the boundaries could not
affect the reconnection process over the course of the simu-
lations because of the sizes of the simulation domains that
they used. Indeed, they found a universal steady fast recon-
nection rate for a variety of mass ratios and system sizes with
no evidence of magnetic island formation after some initial
transients in the simulations. While their simulations showed
no evidence of slowing reconnection rate with increasing
time, they also found themselves in some agreement with
the results of Daughton et al.31 and in particular Karimabadi

et al.32 with respect to the properties of the electron outflow
region. They showed an extended electron diffusion region
with inner and outer parts as discussed by Karimabadi et al.
but with an electron out-of-plane current sheet whose length
stabilizes in time at a value that decreases with increasing ion
to electron mass ratio.

At present, it is clear that a significant degree of uncer-
tainty exists concerning the correct description of collision-
less reconnection. An important contribution could be made
through an independent simulation study using open bound-
ary conditions. Toward that end, in this paper we introduce a
new method for applying open boundary conditions to PIC
simulations and we present first reconnection simulation re-
sults using this method. To open the boundaries, Daughton
et al.31 enforced zero normal derivatives at the boundaries on
the moments of the particle distributions, from the density up
to the pressure tensor, for each of the particle species. We
extend this idea to apply zero normal derivatives at the
boundaries to the particle distributions themselves.

We discuss the results of a 2 1
2-dimensional PIC simula-

tion using open conditions at the outflow boundaries and
simple reflecting boundaries to the inflow regions. Our
method for imposing open boundary conditions is described
in Sec. II. Following that section, the simulation setup is
discussed in Sec. III and then our simulation results are pre-
sented in Sec. IV. Further, we compare the results of the open
boundary simulation to those of a periodic simulation on an
extended domain to verify the validity of our open boundary
construct. This discussion appears in the Appendix. In con-
trast to the papers discussed above, we define the electron
diffusion region as that region where the topological mag-
netic flux transfer takes place, based on the sign of the elec-
tron inertial contribution to the out-of-plane electric field.
Our principal finding is that it is this region that controls the
reconnection rate.

II. OPEN BOUNDARY CONSTRUCT

Conceptually, our new open boundary algorithm is quite
simple. Consider the open boundary at x=xmin=0 illustrated
in Fig. 1. All particle-containing cells just inside this bound-
ary are contained in column 1, the next column of cells is
labeled column 2, and so on. For every particle in column 1,
we assume that there is an identical particle at the same
velocity and relative position in a column of ghost cells just
outside of the boundary; it is not necessary to actually incor-
porate the ghost cells into the simulation code. In this man-
ner, we impose a zero normal gradient on the particle distri-
butions at the boundary. As usual, the position and velocity
of each particle is stored. Any particle that moves from
within column 1 through the boundary at x=0 is discarded.
In addition, the initial and final positions of each particle are
checked at each integration step in time. If a particle moves
from column 1 to column 2, then it is assumed that there was
an identical particle in the column of ghost cells that has
moved into column 1. In this case, a new particle is intro-
duced at the appropriate position and velocity in column 1
and it is carried forward in time from that point on. Thus, the
passage of particles through the boundary to maintain a zero
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normal gradient for the particle distributions has been
achieved. The biggest difficulty with this construct is keep-
ing track of particles lost and gained, but this can be done
easily with very little additional computational load.

For the simulation discussed here, we have used the 2
1
2-dimensional electromagnetic PIC code described in Hesse
et al.,23 modified to incorporate this open boundary construct
on the outflow boundaries of the simulation domain. Densi-
ties and fluxes are accumulated on a grid using a rectangular
particle shape function. Ghost particles contribute to the den-
sities and fluxes at the open boundaries at each time step.
Charge conservation is guaranteed by an iterative application
of a Langdon–Marder type35 correction to the electric field at
each time step. A gradient-free electric field is used as an
initial choice at the open boundaries �the field is extrapolated
with zero gradient�, following which the Langdon–Marder
iterative algorithm corrects the electric field over the entire
simulation grid, including the boundaries. The electromag-
netic fields are integrated implicitly to avoid the Courant
constraint on the propagation of light waves.23 Using the
implicit solver for the electromagnetic field, we impose the
following conditions: zero normal gradient for the tangential
magnetic field and div B=0 for the normal component on the
open boundaries. These choices lead to smooth passage of
electromagnetic structures �magnetic islands, outflow jets,
etc.� through the boundaries with no trace of charge buildup
near the boundaries or anywhere else on the computational
grid. No smoothing is applied to either the particle distribu-
tions or the fields at the boundaries.

Because this open boundary construct deals directly with
particles rather than their moments, it has several advantages

for PIC simulations; it is simple to program, it is computa-
tionally fast, it is more general than the moment approach,
and we have found that in practice it requires no smoothing
whatsoever. It must be recognized, however, that there may
be limitations to such an approach. As explained above, par-
ticles are injected into the first column of cells inside an open
boundary at exactly the velocity and relative position of par-
ticles that have moved from the first to the second column of
cells inside the boundary. Thus, unphysical particle correla-
tions may be introduced at the open boundaries. It is not
clear if such correlations can have physical consequences in
the simulation. For the simulation discussed below, we have
found no evidence of any disturbance propagating into the
interior of the simulation domain due to these correlations.
However, this issue will require careful monitoring as we
proceed further with this open boundary technique in the
future.

III. SIMULATION SETUP

We have used the 2 1
2-dimensional electromagnetic PIC

code described in Hesse et al.,23 modified to include the open
boundary conditions. For the results presented here, lengths
are normalized with respect to the ion inertial length
di=c /�i=c�e2n0 /�0mi�−1/2 using a current sheet density n0,
time is normalized to the inverse ion cyclotron frequency
�i=eB0 /mi in the asymptotic magnetic field B0, and veloci-
ties are normalized to the Alfvén speed at n0 and B0. We use
an �x-z� coordinate system with the x and z directions in the
outflow and inflow directions, respectively. The system size
is Lx=Lz=160di with the system unusually extended in the z
direction to provide a large reservoir of particles and mag-
netic flux for processing through the reconnection site. The
initial equilibrium configuration is a Harris sheet

Bx = tan�z/�� �1�

with an additional perturbation given by

Bxp = −
a0�

Lz
sin��x/Lx�sin��z/Lz� �2�

and

Bzp = −
a0�

Lx
cos��x/Lx�cos��z/Lz� �3�

with �=0.5di, a0=25.0, leading to a 10% perturbation field,
and with no guide field.

The simulation discussed here was initialized with ap-
proximately 2�108 particles on an 800�1600 grid in the
x�z directions. Four particle species, two of ions and two of
electrons, with mass ratio mi /me=25 were included. The
“foreground” set of ions and electrons was initialized to
establish the pressure and current densities required by
Eqs. �1�–�3� and the “background” set was initialized to
provide a constant background density nb=0.2. Background
and foreground particle temperatures were set equal with
Ti=Te=0.25. Using the asymptotic magnetic field to define
the electron cyclotron frequency �e=eB0 /me and the plasma
sheet density n0 for the electron plasma frequency
�e= �e2n0 /�0me�1/2, we set �e /�e=2.

x = 0

o
o

o

oo

o

Column
1

Column
2

Ghost
Cells

New Particle

Deleted
Particle

FIG. 1. Open boundary construct for zero-gradient particle distribution at
boundary: For every particle in column 1 there is an identical ghost particle
at the same velocity and relative position in a column of ghost cells just
outside of the boundary. If a particle moves from column 1 to column 2,
then a ghost particle moves into column 1 and becomes a new particle at the
appropriate position and velocity. Any particle that moves from column 1
through the boundary at x=0 is deleted.
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IV. SIMULATION RESULTS

For the simulation discussed here, the computational do-
main was extended in the anti-inflow directions to increase
the initial reservoir of particles and magnetic flux for pro-
cessing through the reconnection site, thereby allowing a
study of the long-time evolution of the reconnection process.
The magnetic flux content in the simulation domain was
monitored as the simulation ran. The position of the domi-
nant x line was followed by finding the minimum in x of the
flux

��x,t� =
1

2
�

z min

z max

�Bx�dz . �4�

The run was stopped at 200�i
−1 when the total flux at the

position of this x line had reduced to approximately 60% of
its original value.

Figure 2 gives an overview of the simulation; the elec-
tron flux and the magnetic field lines are displayed at se-
lected times. The formation and propagation of several mag-
netic islands out of the simulation domain, through the open
boundaries, is shown. Reconnection begins in this simulation
with the formation of several magnetic islands at the tearing

wavelength. Panel �a� shows two magnetic islands that are
remnants of this initial transient as they propagate toward the
outflow boundaries. In panel �b�, the island that was on the
left in panel �a� has passed out of the simulation domain and
the island that was on the right in panel �a� is just at the open
boundary on the right. Notice that, in panel �b�, an island has
formed in the interim and at this time it is propagating to-
ward the open boundary to the right. In panel �c�, this island
is just passing through the right boundary and another island
has formed that is also propagating toward the open bound-
ary to the right. Also in panel �c�, a slight brightening in the
image can be seen at the position of the x line. Another island
is just forming at this time that will later move off toward the
left boundary. Panel �d� shows the position of this island at
the end of the simulation; it is continuing toward the left
boundary.

Using the definition of flux ��x , t� given by Eq. �4�, the
red curve in the bottom panel of Fig. 3 shows the flux trans-
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FIG. 2. �Color online� Out-of-plane electron current and magnetic field lines
for selected times covering the majority of the simulation. The images have
been limited to the portion z= �30di of the larger simulation domain. In
panels �b�–�d�, the upper portions of the color scales have been stretched to
place the same blue color at zero current in all panels. Thus, the figure gives
a reasonable visual impression of the relative current strengths in the neigh-
borhood of the x line at the times shown in the panels.

(a)

(b)

(c)

FIG. 3. �Color online� �a� Electron outflow speed at boundary to electron
diffusion region as predicted by Eq. �9� �red curve� and measured outflow
speed averaged over outflow boundaries of fits to the electron diffusion
region �error bars�. �b� Bx magnitude near inflow boundary of electron dif-
fusion region normalized by its initial value. �c� Measured reconnection flux
transfer rate �red curve�, measured out-of-plane electric field in x line neigh-
borhood �blue curve�, scaled flux transfer rate �green curve�, and basic re-
connection rate r*�t� as given by Eq. �6� �error bars�.
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fer rate, d� /dt��̇, at the evolving position of the dominant
x line as given by the minimum in x of ��x , t� at any instant
t. The blue curve, in good agreement, shows the out-of-plane
component of the electric field at the position of the x line; it
has been running-box-car averaged over five output time
steps of 1�i

−1 each. As discussed in the preceding paragraph,
magnetic islands that were remnants of the initial transient
moved toward and through the outflow boundaries early in
the simulation. Subsequently, three magnetic islands formed
over the remainder of the simulation; the first at t�60, the
second at t�100, and the third at t�127. The first island
passed out of the simulation domain through the boundary at
the right at t�127, the second at t�150, and the third re-
mained moving toward the left boundary at the end of the
simulation As can be seen from Fig. 3, the formation of the
first of these islands had no discernible effect on the flux
transfer rate or the reconnection electric field, the formation
of the second island might have had an effect on these two
quantities, and the formation of the third island led directly
to a significant temporary increase in these two quantities,
reminiscent in this third case of the results of Daughton
et al.31 and Karimabadi et al.32

In the Appendix, we discuss the results of a simulation
carried out on an extended domain with periodic outflow
boundary conditions. This periodic simulation was set up so
that it was expected to reproduce the early evolution of the
open boundary simulation, assuming that the open boundary
construct works properly. In the periodic simulation, soon
after the initial transient stage a magnetic island formed that
was associated with a significant temporary increase in the
flux transfer rate. During this interval, the flux transfer rate of
the periodic simulation was higher than that of the open
boundary simulation. Before and after this interval, however,
the flux transfer rates of the two simulations were found in
good agreement, thus providing increased confidence in the
open boundary simulation.

In agreement with the earlier papers discussed
above,31–34 we find a thin out-of-plane electron current sheet
and electron outflow jets extended over 10’s of ion inertial
lengths in the directions of the outflow boundaries of the
open boundary simulation. Representative examples from the
simulation at t=50 are shown in the second and third panels
of Fig. 4. At this time, the local ion inertial length is approxi-
mately twice the length used to normalize the simulation
output and annotate the figures, but the characterization, 10’s
of ion inertial lengths, remains. Following the early pulse
in the flux transfer rate and the reconnection electric field at
t�20, we find fluctuations in the overall lengths of the cur-
rent sheet and outflow jets related primarily to the formation
and release of magnetic islands but no trends in their lengths
with increasing time, as can be seen from Fig. 2. These ap-
pear to be reasonably stable features of the reconnection con-
figuration during this interval.

We have studied the spatial distribution of the electron
inertial contribution to the out-of-plane electric field,

E
y
* = − 	 1

ene
� · Pe +

me

e

 �ve

�t
+ ve · �ve��

y
�5�

while, however, ignoring the contribution of the time deriva-
tive in Eq. �5�. An example of this inertial field is shown in
the top panel of Fig. 4 at t=50 in the simulation. Notice that
the color-scale for this figure has been compressed to in-
crease the contrast of the figure and shifted so that the gray
band between yellow and blue lies at E

y
*=0; yellow denotes

positive field and blue negative. As can be seen from the
figure, there are two dominant features in the distribution of
this field. There is an inner region of positive field, the elec-
tron diffusion region, in which the flux transfer takes place,
and two outer regions, coincident with the extended electron
outflow jets, where the field is negative indicating that the
electrons are outrunning the magnetic field toward the out-
flow boundaries. These features have been discussed in
detail31–34 but with the terminology, electron diffusion re-
gion, applied collectively to both the inner and outer regions
where E

y
*�0. We will argue below that the label—electron
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FIG. 4. �Color online� For a small portion of the simulation domain centered
on the position of the x line at t=50 �i

−1, �a� the electron inertial contribu-
tion to the out-of-plane electric field, �b� the out-of-plane electron current,
and �c� the x component of the electron velocity. The red rectangle shows an
example of one of the fits to the electron diffusion region; it appears at the
same position in all panels. All panels show the results of averaging over an
interval 0.2 �i

−1. The color scale of panel �a� has been stretched to place
gray at zero electric field and compressed to increase the contrast between
regions of positive and negative field. The color scale of panel �b� has been
stretched as explained in the caption of Fig. 2 for compatibility with that
figure.
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diffusion region—is more appropriately applied only to the
region where E

y
*	0.

Here, we add to this earlier work with a discussion of the
aspect ratio of the electron diffusion region over the course
of the simulation. For a collection of snapshots such as the
one shown in Fig. 4 �but zoomed in much further�, a rect-
angle has been fit visually to the electron diffusion region;
the red box shown in all panels of Fig. 4 is an example of
such a fit. We find that the total width d of the rectangle in
the z direction remains close to 1

2 local ion inertial length and
the total length L in the z direction varies in the range 2–3
local ion inertial lengths. The aspect ratio d /L was deter-
mined for each of these snapshots.

Using vein
nein

L=veout
neout

d in terms of the electron inflow
and outflow speeds and densities at the boundaries of the
rectangle, we can write a reconnection rate

r�t� �
vein

veAin

=
veout

2veAin

	2
neout

nein


 d

L
�� �

veout

2veAin

r*�t� �6�

in terms of the aspect ratio d /L. In Eq. �6�, vein
is the electron

inflow speed at the inflow boundary, veAin
is the electron

Alfvén speed at the inflow boundary, veout
is the electron

outflow speed at the outflow boundary, and nein
and neout

are
the electron densities at the inflow and outflow boundaries,
respectively. If we assume that all of the inflowing magnetic
energy is converted to outgoing electron kinetic energy, then
it is easy to show that veout

=2veAin
and, at this basic level of

approximation, the reconnection rate r�t�=r*�t�. Below, we
show that this is a poor estimate for veout

but, even so, this
basic reconnection rate estimate r*�t� will play an important
role in our discussion. To evaluate r*�t�, we have measured
the densities �and other quantities discussed below� at the
inflow and outflow boundaries by placing another rectangle
centered at z=0 and at the x position of the x line, as given
by the magnetic flux minimum discussed above, with dimen-
sions �2di in the x and z directions; the densities �and other
quantities� were measured at the perimeter of this rectangle.
By comparing this rectangle to the manual fits to the electron
diffusion region, we have found that the length of this rect-
angle is equal to a typical length of the variable diffusion
region and that the width is in the range 2–3 times the total
width of the diffusion region. Thus, with this fixed dimension
rectangle suitable for automatic numerical application, out-
flow quantities are measured at the typical position of the
outflow boundaries and inflow quantities are measured just
outside of the actual diffusion region. The error bars in the
bottom panel of Fig.3 show the evolution of the basic recon-
nection rate r*�t�, so determined. Because there is consider-
able background noise in our images of E

y
*, as can be seen

from the top panel of Fig. 4, and because our fitting proce-
dure is subjective, we have constructed a set of what we
judge to be the most extreme interpretations of d /L consis-
tent with the images; the upper and lower ends of the error
bars show these extremes.

In contrast to the open boundary simulations due to
Daughton et al.31 and Karimabadi et al.,32 plasma is not re-
plenished at the boundaries of the inflow regions of our

simulation domain. We have emulated the flux transfer rate
that we might have obtained in a fully open boundary simu-

lation by scaling the flux transfer rate �̇�t�,

�̇S�t� = 
Bxin
�t = 0�

Bxin
�t� �2 nein

�t�

nein
�t = 0�

�̇�t� �7�

to take into account changes in field strength and electron
density at the inflow boundaries of the electron diffusion
region as the simulation advances. These quantities were
measured at the inflow boundaries of the fixed dimension
rectangle discussed in the preceding paragraph. The density
ratio in Eq. �7�, although included, never gets far from 1 and
its effect is minimal. The evolution of the magnetic field ratio
in Eq. �7� is shown in panel �b� of Fig. 3 and the evolution of
the scaled flux transfer rate is shown by the green curve in
the bottom panel.

Initially, the real and scaled flux transfer rates are in
agreement. Due to the typical large burst of reconnection
early in the simulation, however, the magnetic field strength
at the inflow boundary of the electron diffusion regions drops
precipitously, leading to a large and slightly delayed peak in
the scaled flux transfer rate. The field strength then takes on
a slow and, on average, steady decline as the remaining mag-
netic flux available for reconnection lowers. This decline is
at just the required rate to lead to a fluctuating but, on aver-
age, steady scaled flux transfer rate until the last magnetic
island forms near the end of the simulation. The scaled trans-
fer rate is high, in the range 0.2–0.4 during most of this
interval due, primarily, to the large drop in magnetic field
strength at the inflow boundary early in the simulation. The
second reconnection burst associated with the formation and
release of the third magnetic island at t�127 leads to a large
peak in the scaled flux transfer rate that is amplified by the
continuously decreasing inflow field strength.

From the bottom panel of Fig. 3, we can see that the

scaled flux transfer rate �̇S�t� and the basic reconnection rate
r*�t� are largely in agreement. Interestingly, we find that
r*�t� tracks the large peak in the scaled flux transfer rate
quite nicely. Thus we conclude that r*�t�, computed on the
basis of the aspect ratio of the electron diffusion region, pre-
dicts the scaled flux transfer rate and we hypothesize that in
a steady reconnection simulation r*�t� would yield the true
flux transfer rate. On this basis, we suggest that it is the
electron diffusion region, as we have defined it, that is con-
trolling the reconnection flux transfer rate.

Equating r*�t� with �̇S�t�, as suggested by Fig. 3, yields
a relation from which we can compute the electron outflow
speed veout

at the outflow boundary of the electron diffusion

region. Assuming that r*�t�=�̇S�t�, from Eqs. �6� and �7� we
find
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r�t� =
vein

Bxin

veAin
Bxin

=
�̇

veAin
Bxin

=
veout

2veAin

r*�t�

=
veout

2veAin


Bxin
�t = 0�

Bxin
�t� �2 nein

�t�

nein
�t = 0�

�̇ �8�

in which we have used vein
Bxin

=�̇. Equating the two terms in

this expression containing the common �̇, we find

veout
=

2

Bxin
�t = 0�

nein
�t = 0�

nein
�t� 
 Bxin

�t�

Bxin
�t = 0�� . �9�

The red curve in the top panel of Fig. 3 shows the electron
outflow speed computed from Eq. �9� using the fixed dimen-
sion rectangle on which to measure these incoming quanti-
ties. While this outflow speed may seem unusually small, it
should be noted that most of the outflow acceleration takes
place downstream of the boundaries of the electron diffusion
region, as can be seen in the bottom panel of Fig. 4. At the
boundaries, much of the incoming field energy still resides in
the out-of-plane motion of the electrons. To confirm Eq. �9�,
the electron outflow speed has been averaged over the out-
flow boundaries of the fits to the electron diffusion region
used to compute the aspect ratio of the region �such as the
one shown by the red rectangle in the panels of Fig. 4�. The
resulting averages are illustrated by the error bars in the top
panel of Fig. 3. Again, the error bars indicate the uncertainty
in the results due to the uncertainty in the fits. We interpret
this result as confirmation of Eq. �9� and, more importantly,

of the more fundamental equality r*�t�=�̇S�t�, which was
used to obtain Eq. �9�.

V. DISCUSSION AND CONCLUSIONS

We have introduced a new method for imposing open
boundary conditions on PIC simulations and have discussed
the results of a 2 1

2-dimensional PIC reconnection simulation
using these open conditions at the outflow boundaries and
simple reflecting boundaries to the inflow regions. We have
extended the computational domain in the directions of the
reflecting boundaries to increase the initial reservoir of par-
ticles and magnetic flux for processing through the reconnec-
tion site, thereby allowing a study of the long-time evolution
of the reconnection process. We have followed the flux trans-
fer rate at the position of the dominant x line and have com-
puted a scaled flux transfer rate to account for the decline
with increasing time of the magnetic field strength and elec-
tron density at the inflow boundary to the electron diffusion
region. We have obtained a fast scaled flux transfer rate with
fluctuations but with no decreasing trend with increasing
time. We have obtained some magnetic island formation after
the initial transients in the simulation. The first of these pro-
duced no discernible effect on the reconnection rate, while
the second is coincident with a weak peak that may be due to
an unrelated fluctuation. The third produced a temporary but
dramatic increase in the reconnection rate, in agreement with
the findings of Daughton et al.31 and Karimabadi et al.32 We
have also carried out a periodic boundary simulation on an

extended domain to successfully verify the validity of the
open boundary simulation. Interestingly, early in the periodic
simulation, a magnetic island formed that produced a signifi-
cant temporary increase in the reconnection rate, in contrast
to the early behavior of the open boundary simulation. At
this time, we do not understand why some islands have no
effect on the reconnection rate but others do. In agreement
with earlier studies, we note the formation of a thin out-of-
plane electron current sheet extended in the outflow direc-
tions for tens of ion inertial lengths. The length of this cur-
rent sheet fluctuates over the course of the simulation but
does not exhibit an increasing trend with time. In further
agreement with earlier work, we find intense, thin, electron
outflow jets that reach far from the x line. We have examined
the evolution of the electron diffusion region. This region
varies in the range 2.5–4 local electron inertial lengths in
total width and in the range 10–15 local electron inertial
lengths in total length over the course of the simulation. We
have measured the aspect ratio of this region and have used it
to compute a basic reconnection rate using inflow and out-
flow conditions at the diffusion region boundaries. We have
found that this basic reconnection rate is in agreement with
the scaled flux transfer rate over the course of the simulation.
We hypothesize that in a steady reconnection simulation, this
basic reconnection rate, with its dependence on the aspect
ratio of the electron diffusion region, will yield the true flux
transfer rate. Further, we conclude that the electron diffusion
region proper either adjusts its geometry for compatibility
with the reconnection rate that is set elsewhere, as in the Hall
reconnection model, or that it is this region that actually
controls the reconnection flux transfer rate.

ACKNOWLEDGMENTS

This research was supported by NASA’s MMS mission.
One of us �S.Z.� gratefully acknowledges support from
NASA’s postdoctoral program.

APPENDIX: PERIODIC OUTFLOW BOUNDARY
SIMULATION

Since the open boundary construct introduced in this pa-
per is new, it is important to validate the simulation results
that have been discussed in Sec. IV. To that end, we have
carried out an analogous simulation using periodic outflow
boundary conditions on a simulation domain extended in the
outflow directions to reduce the effects of the boundary con-
ditions in the x-line neighborhood early in the simulation.

From Eqs. �2� and �3�, it can be seen that the initial
perturbation used in the open boundary simulation extended
over 1

2 period of the trig-functions that appear in those equa-
tions. To set up the periodic simulation, the length of the
simulation domain was doubled to Lx=320di while holding
the x dependence of the initial perturbation fixed. The initial
perturbation then extended over an entire period of the trig-
functions and was compatible with the assumption of peri-
odic outflow boundary conditions, i.e.,
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Bxp =
a0�

Lz
cos�2�x/Lx�sin��z/Lz� �A1�

and

Bzp = −
a02�

Lx
sin�2�x/Lx�cos��z/Lz� �A2�

with the doubled Lx=320di. To maintain the same grid spac-
ing and initial particle density in both simulations, the num-
ber of grid points in the periodic simulation was doubled to
1600 in the x direction and the initial number of particles was
doubled to approximately 4�108. All other quantities given
in Sec. III for the open boundary simulation setup were un-
changed. Unfortunately, as the outflow jets were established
in the open boundary simulation, the number of particles in
that simulation decreased with time and consequently the
particle densities in the two simulations diverged.

From the definition of flux ��x , t� given by Eq. �4�, the

flux transfer rate has been defined as d� /dt��̇ at the evolv-
ing position of the dominant x line as given by the minimum
in x of ��x , t� at any instant t. Figure 5 shows a comparison
of the flux transfer rates obtained from the periodic and open
boundary simulations. Over the interval shown in the figure,
no disturbances from the collisions of the outflow jets at the
boundaries of the periodic simulation were detected in the
central region of that simulation of an extent equal to that of
the entire open boundary simulation domain.

Initially, the two flux transfer rates tracked each other
quite well, peaking simultaneously with the periodic bound-
ary rate exceeding the open boundary rate somewhat. Inter-
estingly, shortly after the two rates joined at �30 �i

−1, the
periodic rate increased suddenly due to the formation of a
magnetic island �not shown� in accordance with the findings
of Daughton et al.31 and Karimabadi et al.32 This behavior is
in contrast to that of the open boundary simulation in which
the early formation of magnetic islands did not lead to dis-
cernible fluctuations in the flux transfer rate. The factors that
do or do not lead to this response in the flux transfer rate
remain unknown at this time.

In Fig. 5, as the magnetic island induced burst in the flux
transfer rate in the periodic simulation subsides, the transfer
rates of the two simulations join approximately for the re-
mainder of the interval shown. Up to the formation of the
magnetic island in the periodic simulation, comparisons �not
shown� of the outflow jet and current sheet geometries in the
two simulations have revealed remarkably similar results.
We take these comparisons plus that shown in Fig. 5 as
substantial evidence for the success of the open boundary
construct.
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